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Recent revelations of mass surveillance programmes clearly demonstrate the ever-increasing capabilities of surveillance technologies. The lack of serious reactions to these activities shows that the political will to implement them appears to be an unbroken trend. The resulting move into a surveillance society is, however, contested for many reasons. Are the resulting infringements of privacy and other human rights compatible with democratic societies? Is security necessarily dependent on surveillance? Are there alternative ways to frame security? Do surveillance technologies address the most pressing security needs, and if yes, are they the most efficient means to do so? Is it possible to gain in security by giving up civil liberties, or is it even necessary to do so? Do citizens adopt this trade-off and, if yes, are they willing to enter into this trade?

Three FP7 Security Research projects have addressed these and related questions, putting the perspective of European citizens in the very centre of the research focus. Major aims are to better understand the relationship between surveillance, security and privacy, to inform policymaking and to support decision making with the gained insights. The revelation of practically unlimited surveillance activities of the NSA by Snowden, the rejection of the Data Retention Directive by the European Court of Justice and the recently adopted Opinion on Ethics of Security and Surveillance Technologies by the European Group on Ethics (EGE) are unambiguous signals that such decisions are urgently needed.

Conference

This two-day conference is jointly organised by the EU FP7 research projects SurPRISE, PRISMS and PACT. The three projects aim at integrating the citizens’ perspective into the investigation of controversial topics such as surveillance, security and privacy. Hence, this joint conference will offer a unique occasion to both present and discuss the results of the projects, but also to integrate them into a wider spectrum of social, academic and political debates. It will involve speakers from different scientific disciplines - social sciences, law, computer sciences, etc. – as well as practitioners – policy makers, NGOs, law enforcement officers, etc.
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Citizens’ Privacy Concerns: Does National Culture Matter?

Jelena Budak and Edo Rajh
Institute of Economics, Zagreb
Trg J. F. Kennedyja 7, 10000 Zagreb, Croatia
e-mail: {jbudak,erajh}@eizg.hr

This study is an integral part of a large research project aiming to develop a comprehensive integrated model of privacy concerns in the online environment and to empirically test it to provide deeper understanding of various interactions between antecedents, concerns and consequences of online privacy. The research objectives will initially be achieved by identifying and developing (i) a comprehensive list of antecedents such as demographic factors (e.g. gender, education), experience factors (e.g. internet use experience, web expertise) and social-psychological factors (values, attitudes, culture norms), and (ii) a comprehensive list of consequences of online privacy concern on individual-user level.

Within this wider research framework, our intuition is that the cultural characteristics of a society determine the level of privacy concern. Such soft indicators are often used in studies explaining individual set of values, working habits, and other behaviour patterns of individuals. However, it has not been observed if the cultural attributes of a nation shape citizens’ perceptions on privacy related issues.

We will empirically test dimensions of national culture as antecedents of privacy concern. For this purpose we will construct an index of privacy concerns and national cultural dimensions indicators and examine their interrelations. Both set of indicators will be created using the data collected in two public surveys in Croatia. Testing the model on the Croatian population is seen as an appropriate way to empirically test the concept and interrelations, especially as it concerns a middle-developed EU country that constitutes a part of the digital society.

The privacy concern index will be obtained from survey data exploring public attitudes towards privacy and behaviour patterns when taking different roles and actions related to the privacy infringement, surveillance and data protection in Croatia (Budak et al., 2013).

Hofstede’s (1980) seminal work points to the way in which certain national cultures determine the way in which businesses in different countries and parts of the world are organised and operate. Our empirical research will employ survey data collected in accordance with the Hofstede methodology on national cultural dimensions (http://geert-hofstede.com) at the large net sample of 1500 citizens. Indicators for defined five dimensions of national cultures (Power Distance, Individualism vs. Collectivism, Masculinity vs. Femininity, Uncertainty Avoidance and Long-Term Orientation) will be constructed. In the next step, national culture indicators will be compared to privacy concern index on a regional level.
Our empirical study will examine if (and which) national culture dimensions would impact the privacy concern, and therefore should be included in the set of socio-psychological factors in the extended model of privacy concern.

Academic literature recognizes privacy concern as a growing issue in the digital age, especially for new EU member states and post-transition countries. The impact of a rather traumatic transformation, marked by considerable distrust in institutions, speaks to a number of Hofstede’s national cultural dimensions, notably regarding the distribution of power and resources, the balance between individualist and collectivist values, and the threat felt when facing uncertain or unknown situations. The research will contribute to the final definition of an integrated theoretical framework of online privacy concern. The additional project outcomes are policy implications and recommendations for regulatory control, internet users, policy and business strategies.
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Privacy, security and surveillance have become important elements in current societies. In the last years, security systems and video surveillance technologies have been widely adopted and have evolved, adapting to new infrastructures and ICTs. From a psychosocial point of view, it is necessary to know how individuals and the society can adapt to such changes.

Surveillance has started to expand in an international response to ensure the security of citizens. Security systems and video surveillance technologies are becoming increasingly prevalent in individuals’ lives. These technologies provide effective tools for recognizing or verifying the identity and behavior of a person based on physical or behavioral characteristics.

On the other hand, many people are deeply concerned about the uncontrolled proliferation of surveillance systems. As surveillance systems expand their number, scope and capabilities, it becomes difficult for individuals to maintain their privacy. There are well-established psychological consequences to being watched, which have been observed consistently in many studies.

The PARIS project has the goal of developing mechanisms to ensure that surveillance systems are designed and developed to be respectful with privacy issues.

In this context, we have developed a study to analyse the citizens’ acceptance of security and surveillance technologies and their relationship with privacy. The overall goal of this study is to serve as a basis for the development of a generic methodology to perform studies about the psychosocial perception of privacy in relation to surveillance in different environments, which in turn will be used by system designers to create privacy-respectful surveillance systems.

We have designed a questionnaire which includes the following variables: perception of security in the city and the neighbourhood, feelings when being observed by video surveillance technologies, desired levels of privacy and security by citizens at different places, acceptance level of the implementation of security and surveillance technologies and general attitudes toward security and surveillance technologies. The questionnaire was completed through an online survey.

102 people, 56% women and 44% men, from Malaga, Spain, participated in the study and answered the questionnaire. The average age is 33 years old.

The perception of security is quite high in Malaga. Most participants declare always feeling safe in their neighbourhood and in their city. We also found that most citizens feel comfortable and safe when being observed by
surveillance technologies, and rarely nervous or angry. The only place where people clearly consider surveillance unacceptable is at home. Pearson’s correlation analysis revealed a positive relationship between acceptance level of surveillance and desired levels of security in private spaces. We can see that there are some places where people wish high levels of privacy, security and surveillance (bank, hospital or schools). Likewise, there are other places such as supermarkets or streets where privacy is not so important. Finally, there are some places (e.g. home) where privacy and security are very important but surveillance is considered unacceptable. We also explored the acceptance of specific surveillance technologies. In general, we can see that the ones that receive higher acceptance are: the less invasive technologies; the ones most directly related with security; the best known and the most understood. In general, it appears that identification technologies are perceived as less privacy-threatening than technologies that relate to personal activities.

Regarding the acceptance of the deployment of security and surveillance technologies in relation to public safety, participants feel safer in a controlled environment with video surveillance technologies and security systems, but they think that it is desirable to establish a balance between citizens’ privacy and surveillance technologies.
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Citizens’ Attitude and Preferences Regarding Privacy and Security*
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The relationship between privacy and security has traditionally been seen as a trade-off, whereby any increase in security would inevitably curb the privacy enjoyed by the citizenry. The trade-off model has, however, been criticised, because it approaches privacy and security in abstract terms, and because it reduces public opinion to one specific attitude, which considers these technologies as useful in terms of security but potentially harmful in terms of privacy. This is especially important for decision makers in industry and politics who are often surprised about negative public reactions showing that citizens are not willing to sacrifice their privacy for a bit more potential security. Consequently the PRISMS project is dealing with two central questions:

- Do people actually evaluate the introduction of new security technologies in terms of a trade-off between privacy and security?
- What are the main factors that affect public assessment of the security and privacy implications of a given security technology?

Addressing these questions is not simply a matter of gathering data from a public opinion survey, as such questions have intricate conceptual, methodological and empirical dimensions. Citizens are influenced by a multitude of factors. Privacy and security may be experienced differently in different political and socio-cultural contexts. Therefore PRISMS has not only conducted a survey of public opinion, but has also explored the relationship between privacy and security from different disciplinary perspectives (see the other PRISMS presentations at this conference).

The PRISMS project has approached the main questions by a large-scale survey among European citizens. Between February and June 2014 Ipsos MORI has conducted around 1 000 telephone interviews in each EU member states except Croatia (27,195 in total) amongst a representative sample (based on age, gender and work status) within each country.

The survey comprised questions exploring respondents’ perceptions of privacy and security issues and values questions including political views, attitudes to rights and perceptions of technology. The core of the questionnaire, however, was a series of eight vignettes aimed to understand public opinion towards different privacy and security scenarios. The questions for each vignette included whether the practices described should be allowed; the impact

* This research has received funding from the European Union in the PRISMS project under grant agreement No. 285399
on people’s rights and freedoms; and a series of specific statement questions about each vignette.

In our presentation we will focus on the analysis of the vignettes, exploring differences between general attitudes towards privacy and security and citizens’ valuation of these values in concrete situations. We will show to what extent the type of security situation is affecting the degree people value privacy and security. Finally we will also cover differences between countries or clusters of countries.
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The SurPRISE Decision Support System (DSS) was developed and used in the five citizen meetings integrating questionnaires and deliberative methodologies. The DSS guides a structured procedure making it possible to conduct comparable citizen meetings exploring laypeople’s acceptance levels of Security Oriented Surveillance Technologies (SOSTs).

The DSS is based on a modified methodology of participatory activities in the large-scale events, but adjusted in order to explore citizens’ concerns about security challenges in smaller participatory settings. The SurPRISE DSS produces a summary of the small-scale citizen meetings including the main points of the dialogue, results of individual and group votes and recommendations towards decision makers and politicians.

The citizen meetings involved about 30 participants per country divided into five groups each discussing a different SOST. The five groups in each country worked with security challenges and options that were selected for further investigation after completing the large-scale participatory events.

- Security
  - Perception of security
  - Main perceived security challenges
- Surveillance
  - Overall evaluation of surveillance based security technologies
  - Awareness of information collected by surveillance technologies
  - Effect of surveillance on everyday life
- Privacy and Data Protection
  - Perception of privacy and data protection
  - Effect of surveillance oriented security technologies on privacy
  - The inviolable core of privacy
- Regulation and Control
  - Awareness of the regulation and control
  - Information request
  - Involvement of citizens
  - Legal safeguards

In the second session, each group was assigned one of the following SOSTs: Deep Packet Inspection (DPI), CCTV, Drones, Biometrics, Smartphone Location Tracking (SLT). All groups then assessed the technologies using the following structure:

* This research has received funding from the European Union in the SurPRISE project under grant agreement No. 285492
After the meetings, the results of all the small-scale meetings were analysed, and the main outcome of the deliberative processes was incorporated into the recommendations to the European Parliament.
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Moving away from the Security-Privacy Trade-Off: The Use of the Test of Proportionality in Decision Support?

Bernadette Somody¹, Máté Dániel Szabó², and Iván Székely¹
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The introduction of security measures often infringes the privacy of the people concerned, and the legitimacy of such measures are often presented as the result of an inevitable trade-off between the two fundamental claims, rights or interests. In the legal domain two traditions have evolved for handling such conflicts: balancing of fundamental rights in the US, and the test of proportionality in the EU. Although the two traditions have different argumentation and philosophical background, at the practical level both approaches result in similar outcomes in the practice of the courts. This practice has been reinforced by the globalizing trends of constitutional law, and this, implicitly, further strengthens the legitimacy of the security-privacy trade-off concept.

However, the test of proportionality, as an original European standard, contains several steps which are based on facts and require factual decisions, and only in its final phase provides room for balancing on a moral basis, thus for an implicit trade-off between fundamental rights and interests. The test contains four stages or sub-tests: the legitimate aim test, the suitability test, the necessity test, and, finally, the proportionality test in the narrow sense. Each stage has its own aspects and decision criteria, and only if the case passes the sub-test concerned, may the following sub-tests be conducted during the procedure. This characteristic of the test of proportionality makes it possible to take its methodology seriously and, stepping out of the legal domain, integrate it into security-related decision-making processes.

Since the original concept of the test of proportionality reflects the vertical relationship between the citizen and the state, its use in a decision-support environment necessitates the modifying of the order of steps and the emphasis laid on certain phases of the test. After providing a brief critical overview of the practice of the European Court of Human Rights in cases where the legitimate aim of restricting the right to respect for private life is the interest of national security, public safety or prevention of disorder or crime, showing that certain steps of the test are often taken as mere formalities, the authors develop a detailed list of questions adjusted to situations when decisions need to be made about the deploying, maintaining or developing of surveillance or other security technologies, and the use of such technologies may have an impact on the privacy of the affected people.

The whole procedure of such a test is illustrated on a complex flowchart, which contains all questions to be answered and the possible branching points
and additional steps resulting from the answers. The application of this methodology would significantly reduce the weight of trade-off-based argumentation in the decision-making process; furthermore, this methodology may set the course for strengthening the application of the test of proportionality in the legal domain, too.
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The PACT Decision Support Tool for Privacy, Ethics and Social Impact Assessment of Surveillance Technology Investments
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The PACT Decision Support System (DSS) is a tool for assessing the impact of future security technology investments and deployments in terms of privacy, ethics, social acceptance and public perception. It aims at assisting the decision making process of experts through efficient visualisation and interaction powered by the software implementation of PACT’s theoretical and empirical findings.

The PACT DSS is a core tangible output of PACT research activities and it implements as a software tool the Privacy Reference Framework for Security Technologies (PRFST) toolbox described in PACT deliverable D5.2. The PRFST methodology which is implemented in the DSS begins with the surveillance technology scenario and use case analysis, identifying in the process the assets to protect. As a next step, legal requirements as well as ethical and societal considerations (the latter being based on the PACT empirical results) are analysed and correlated in order to produce threat and impact assessment metrics. The metrics are then consulted in order to build relevant decision trees which will support the user in his/her decision making for the selected security investment.

The PACT DSS is context-specific and it is based on the three contexts specified in the PACT survey, namely the Travel, Healthcare and Internet contexts. However, the PACT DSS is modular and extensible, having the ability to integrate future empirical studies in other contexts, or enrich the existing contexts without overhead or need for extended offline time for the PACT DSS system. To achieve this, the tool is powered by an extensible data model and data management algorithms which can adapt the analytical and prediction DSS functionalities to new use cases and datasets.

PACT DSS aims at the following user-perspective success criteria:

1. Reduction of average decision process time (including collaboration with other users)
2. Improving decision specific context visibility and access to necessary knowledge for related security technologies decision making
3. Reduction of average time for compiling a privacy impact assessment report

* This research has received funding from the European Union in the PACT project under grant agreement No. 285635
4. Convenience and acceptance of the produced PACT impact assessment report
5. Usability and User friendliness
6. Cost effectiveness (value for money)

It should be clearly noted that the PACT DSS is not a legal instrument responsible for validating the legality of the user’s decisions. The user is the expert responsible for taking decisions, and the PACT DSS is a convenient and user-friendly tool to help him reach the decision faster and with a better view of associated parameters, knowledge and arguments.

It is important to highlight that the design of the PACT DSS is user-driven, and decisions are taken by the users themselves, with the system supporting the process through multiple modalities and presenting quantitative and qualitative information regarding the impact of each decision path.

References


About the author

Dr Dimitris M. Kyriazanos holds a PhD Degree and a Dipl.-Ing. Degree in Electrical and Computer Eng. from National Technical University of Athens (NTUA), Greece. He is an experienced research associate, collaborating with the Integrated Systems Laboratory (ISL) and National Centre for Scientific Research "Demokritos" (NCSR-D) since 2006, in charge of project and technical management, performing also lead Software Engineering in EU ICT, Security and AAL projects, including design and implementation of large scale integration systems. His PhD dissertation included innovations for safeguarding privacy in context aware personal communications systems. He is an experienced researcher in the area of Privacy by design, data protection, trust and ethics: FP6-IST-MAGNET BEYOND leader of the trust and privacy task, FP7-SEC-TASS Privacy & Ethics committee member, FP7-SEC-PACT (ongoing) Decision Support System Work Package Leader.

Dr. Olga E. Segou holds a joint PhD in Electrical and Computer Engineering (2014) from the NTUA and the NCSR-D, under a fellowship granted by the Hellenic General Secretariat of Research and Technology and NCSR-D (2009), and a Diploma of Electrical and Computer Engineering (Dipl.Eng.) from the University of Patras (2008). Since 2009, she has been employed as a Research Associate in ISL. Her research focuses on architecture design, performance estimation and privacy implications of Location Based Services and Pervasive Computing.

Anastassios Bravakis is a Research associate in the NCSR-D for the ISL Laboratory. He received his degree in Digital Systems from the University of
Pireaus, department of Digital Systems. His current research activities include software engineering and database design, mobile applications and related infrastructure, and the applied security of such infrastructure.

Dr. Stelios C. A. Thomopoulos holds a Diploma in Electrical & Mechanical Engineering (NTUA) and M.S & Ph.D. degrees in Electrical & Computer Engineering (SUNYAB). He is the Director of the Institute of Informatics & Telecommunications (IIT) of NCSR-D, Director of Research and Head of the ISL at NCSR-D and has served also as Director of IIT from 1998-2003. He has served as a faculty with the Departments of Electrical Engineering of Penn State University and the Southern Illinois University. Dr. Thomopoulos is credited with over 200 publications in peer reviewed professional journals and conference proceedings, scientific chapters in 8 books, and over 1100 citations. He has been a consultant and advisor to the US Air Force Predetection Fusion Program, and the governments and private industry of USA, France and Greece. He holds patent US Patent No. 5,978,495 for the design and implementation of a fingerprint recognition system. Dr. Thomopoulos has led as Coordinator and/or Scientific Coordinator in over 47 European, US and nationally funded projects, including the EU flagship and award winning projects OPTI-TRANS (FP7-GALILEO-228382) and PERSEUS (http://www.perseus-fp7.eu/).
This presentation is a high-level summary of empirical findings of a three year FP7 project ‘Public Perception of Security and Privacy: Assessing Knowledge, Collecting Evidence, Translating Research into Action (PACT)’. The study includes analysis of stated preference data collected from over 26,000 respondents across 27 European Member States to inform our understanding of the perception of security, privacy, and surveillance. The study also explores links between these perceptions and socio-economic factors, which include age, gender, education, work status and income. The survey specifically explores three real-life settings: (a) travel on the rail/metro, (b) choosing an Internet service provider and (c) choice of a personal health-data device or service. The results show that preferences for security and privacy are context dependent and do vary across countries and individuals. The collected data further provide robust evidence base that brings the citizens’ voice into the privacy vs. security debate and better informs public policy.

The results for travel, Internet and healthcare highlight how dependent preferences for privacy, security and surveillance are on context. Most respondents across the EU are found to prefer some level of data storage on CCTV cameras or on a health device; the preference for CCTV cameras also indicates a preference for surveillance. However, they dislike any storage of information on Internet usage or monitoring of their Internet activities by the police, except when there is a genuine need (a warrant having been issued by a judge/court). Indeed they prefer that their ISP offers some services to improve online privacy.

Respondents’ attitudes significantly affect their preferences in relation to privacy, security and surveillance. For example, the more distrustful (to business, voting, government and technology) respondents are, the greater their concern for privacy.

Despite the different preferences between contexts, the results are quite consistent across the 27 EU Member States surveyed, although there are some country-specific effects. These particularly concern the presence of security personnel and security checks in the Travel context and viewing of data by different groups other than medical practitioners in the Health setting.

Socio-economic effects were also found to play a role. In terms of surveillance, older people (65+) are generally less averse to the presence of CCTV cameras or Internet surveillance and had stronger preferences for services to

* This research has received funding from the European Union in the PACT project under grant agreement No. 285635
improve online privacy. Younger people (18-24), on the other hand, are more open to storage of their Internet and health data, but are more averse to physical security checks.

Overall, the results indicate that respondents’ preferences relating to security and privacy are much more nuanced than the simplistic inverse relationship between security and privacy that is often assumed; this is an important finding from a policy-making perspective.
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Background: New surveillance-oriented security technologies are increasingly implemented in contemporary safety and security policy to address a wide range of reducing risks challenges, for example, as a means to prevent crime and to increase the capacity for rapid detection and response. Safety, security and privacy which are all highly valued in Western societies. As most of these technologies are relatively new, it is unclear if and how ‘framing’ these technologies as a crimefighting instrument or as a potential ‘threat to privacy’ may affect public acceptance of their use.

Goals: This study is a pilot-study, and a first step towards a larger study on privacy, fear of crime and the public acceptance of SOSTs. It addresses the questions (i) whether and to what degree the use of security and/or privacy frames affect public acceptance of these SOSTs (ii) whether these frames affect acceptance differently in individuals with low versus high generalized privacy concerns, fear of crime and ‘knowledge and understanding about technology’.

Methods: Undergraduate students were asked to participate in a study, by means of an online survey. Participants (n=410) were randomly selected into one of the four ‘arms’ of the study, answering questions on 4 SOSTs (intelligent CCTV, behavioral profiling, RIFT, and DNA databanks) accompanied, respectively, with a security frame, a privacy frame, a mixed frame and a neutral frame. Additionally we measured for all participants socio-demographic variables (age, gender, socio-economic background) and theoretically important variables like fear of crime and privacy concerns. Average acceptance scores in the four arms of the experiment were compared. In addition data were analysed to assess whether framing interacted with individual’s traits – such as fear of crime and privacy concern – to predict acceptance of SOSTs.

Results and conclusions: Small effects of frames on acceptance of some SOST’s were found, but not for all SOST’s. Significant interaction effects were found indicating that the effects of frames depended largely on the individual’s pre-existing attitudes and characteristics.
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When surveillance functionalities are embedded into security tools and systems the risk of facing a backlash, due to widespread privacy concerns, increases dramatically. Yet, at the time of deploying a new surveillance-based security measure, developers struggle to imagine end-users’ reactions. To help fill this gap, this study investigates key factors determining public acceptance of surveillance-orientated security technologies (SOSTs). By analysing quantitative data gathered in nine European countries as part of the FP7 SURPRISE project, the article provides sound evidence of the detrimental effects that a technology’s perceived degree of intrusiveness exercises on its perceived effectiveness, and of the negative effects caused by the adoption of blanket-surveillance security strategies on end-users' perceptions.

The interplay between technological attributes, such as accuracy and effectiveness, and non-technological considerations related to system operators’ level of competence and integrity, is also examined. Operators’ trustworthiness seems to play a particularly important role in reducing SOSTs’ perceived intrusiveness and young people’s inclination to resist these measures. Furthermore, apprehension caused by the way the technology might evolve in the future contributes to raise privacy concerns, which increases the perception of intrusiveness, which in turn decreases public support. Public understanding of SOSTs contributes to diminish public acceptance, as it raises public awareness of SOSTs’ perceived intrusiveness. These findings have been obtained by testing the same path analysis model on data gathered in six EU countries on three specific SOSTs, which are Smart CCTV, Deep Packet Inspection, and Smartphone Location Tracking. Despite the fact that each of these technologies has different characteristics and it is perceived differently across countries, results still hold.

Security solutions are meant to foster public safety both in objective terms, by reducing crime, and in subjective terms, by helping people feeling secure and protected. With this article we hope to contribute to the shift from the old privacy-security trade-off model, to the development of a new win-win security paradigm, where surveillance is minimised and privacy and security are perfectly aligned.
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The development of security and surveillance technologies produces externalities both positive and negative - but how can these be measured and how can impacts on different stakeholders - such as citizens - and their perspectives be taken into account? This paper proposes a four-part societal impact assessment (SIA) methodology for the assessment of security and surveillance technologies that is sensitive as much to the economic concerns of designers as to societal values and the perspectives of citizens. To make the case, the paper draws on ongoing research from FP7 project ABC4EU.

Societal impact assessment is the evaluation of the risks, externalities and consequences of technologies, policies, programs, and systems. As a result, it must account for a wide range of concerns and stakeholders. The paper’s first main contribution is to suggest a four-part approach to SIA that can help to assess security and surveillance technologies. This framework based on desirability, acceptability, ethics, and data management provides a means of operationalizing assessment of security technologies to anticipate and compare a range of economic, data and values impacts for various stakeholders.

The desirability of a project or technology refers to the very need for a solution, and can be achieved through clear problem definition, good project governance but also cost-benefit analysis. This paper proposes a methodology through which the costs and benefits, economic and beyond, of a security project or technology can be assessed. This methodology, though not always quantifying costs, is a key decision-making support for designers as well as a measure of the value of what is often a public good.

The role of acceptability builds on the assessment of the social and public value of a technology or project. Acceptability accounts for the crucial role of how citizens (but also staff such as engineers) consent to and perceive a technology. This accounts for context and helps to assess proportionality. Drawing on literature on technology acceptance as well as a focus group-based methodology, this paper shows the stakes of accounting for citizens’ perspectives and provides a methodology for doing so.

Ethics relates to the values and moral standards guiding a project. These include fundamental rights, inclusivity, the notion of a social contract of state and citizen, as well as what vision of security is sought by a project or technology. Although ethics is one of the most challenging factors to measure, this paper includes such concerns in a cost-benefit matrix and weights them appropriately.
While data management does refer to the legal framework of privacy and data protection, it also encompasses much broader considerations relating to individual control and consent, methods of anonymization, and how privacy issues can be designed into technologies and projects. In this framework, the definition of privacy itself is nuanced, and the gap between law and technology justifies additional assessment and safeguards.

Using this methodology, the paper deploys this four-part framework in relation to the ABC4EU project, which seeks a harmonized automated border control solution for the EU in anticipation of entry-exit and registered traveller programs. This paper suggests ways that the SIA framework might assess or question elements of the project, such as the role of convenience justifications in shaping acceptability and consent, or the role of biometrics on ethics and data management. To conclude, the paper produces some specific recommendations based on these findings, and reflects on improvements to the SIA model itself.
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The Privacy Reference Framework for Security Technology PRFST is a framework, which attempts to describe in a comprehensive manner the following:

- The main cultural, social, ethical factors (which vary across national cultures and contexts of application) to be taken in consideration during the assessment of the security and privacy implications of given security technology,
- Trade-off and non-trade-off elements that affects public perception of security investments, and
- The role played by trust and concern in addressing public concern in this policy area.

The main objective of PRFST is to assist decision and policy makers to consider privacy and fundamental rights when they evaluate the pros and cons of specific security investments.

The framework covers the following six steps:

**Step 1 – Analysis of the scenario/use case:** This step focuses on defining the context that is particular to each specific case of the security system that is being designed, and for which technology security investments will be made. Depending on the requirements and the level of maturity of scenario analysis, an initial description for the particular scenario in the form of a high-level use case should be provided (i.e. a short description of the scenario and scope), following a convenient and familiar use case template.

**Step 2 – Assets to protect:** The identification of assets that given security technology investments or policies (particularly in the area of Freedom, Security and Justice) should protect is of paramount importance in the initial characterization phase. In this regard, privacy and data protection frameworks are not the only means by which one protects assets. Furthermore, these frameworks often cover and imply much more than ‘just’ privacy and data protection. As a general rule, all personal data should be considered an asset to protect. Apart from the general privacy and data protection frameworks, it is also necessary to take into account fundamental rights, including the right to human dignity, right to integrity, right to freedom of movement, etc.

**Step 3 – Assessment of technological solutions:** To assess the strengths and weaknesses of selected technologies in the context of security and

---
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impact on privacy, mapping of the technologies is required with regards to (i) potential for privacy intrusion, including all types of privacy, (ii) relation to the main Privacy Targets according to the European Data Protection Directive and (iii) listing main connected Privacy Risks.

**Step 4 – Privacy Threat Index (PTI):** The privacy threat index (PTI) will act as a tool for security developers to identify a (non-exhaustive) range of privacy threat scenarios associated with taking a particular security policy/measure decision. The PTI is intended to identify a list of the privacy threats that may arise from a security policy, and categorise them according to their potential impact on citizens. A potential negative impact on citizens’ privacy can, as a result, lead to a potential economic cost from taking the security technology that caused that privacy impact. This step is designed to assist the policy and decision makers collect the necessary privacy threat information associated with the prospective technology. The PTI is characterised by the following three elements: threat, likelihood, and impact.

**Step 5 – Identification of the controls to apply:** When identifying controls to apply, the PRFST user should first of all check which controls are mandatory, according to national, European and international regulations. Besides mandatory controls, a good rule to keep in mind is (data) minimization: both from scratch (e.g. no unnecessary data are collected) and ongoing (data are erased as soon as possible). This has several implications in terms of technical controls, and permits to prevent or reduce a wide array of data-related harms.

**Step 6 – Reporting, guidelines and recommendations:** The final step of the PRFST concerns the reporting of the overall process, as well as the formulation of guidelines and recommendations for development and deployment of the chosen technology (if any). The exercise of reporting about each previous step of the PRFST process, as well as the decisions taken and their rationale, permits to acquire an overview of the on-going decision making process. Moreover, a step-by-step report offers the occasion to assess the solution finally identified and may provide new insights on its overall impact on a given setting. It can be used as background material for an eventual Privacy and Data Protection Impact Assessment or for a Surveillance Impact Assessment.
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Cities are dense spaces in which societal friction can be experienced in an unmediated fashion, and thus urban politics is a powerful magnifying glass for questions of security and surveillance. Cities have long been conceptualized as epitomes for programs of surveillance and dataveillance, for the privatization and hybridization of policing, and for the roll-out of new technologies (Abrahamsen et al., 2009; Coward, 2009). However, more recently, there have been calls for a re-appropriation of urban space (Harvey, 2008; Revol, 2014) that, among others, put forward the need to include citizens in security policies (Connolly and Steil, 2009).

Such a participatory account arguably incorporates multiple advantages: (1) the scale of the city is large enough to provide meaningful governmental power, but still small enough to enable participatory impacts; (2) participatory programs foster political legitimacy; and (3) policy makers can incorporate citizens’ needs to match political programs and requirements, thus leading to improved efficacy and reduced costs. However, so the argument we put forward, this logic is a compelling yet dangerous one. Citizens’ perceptions of insecurity have been shown to be subjective and detached from actual threats (Leese, 2013). While most people in fact appear to disapprove of large-scale surveillance programs, ‘more’ security in terms of increased policing or video surveillance is cherished. Thus, can participatory security politics actually catalyze processes of securitization that put ever more aspects of everyday life under a paradigm of emergency and exceptionalism (Wæver, 1995)?

Within the VERSS project, we conduct empirical research in two German cities (Stuttgart, Wuppertal) in order to catalogue which forms of citizens’ movement with a scope on security can be encountered in the first place, and to analyze how their work unfolds in urban policies and beyond. Questions we seek to address in this context are: To which extent do citizens’ movements exist dependent or independent of political incentives? To which extent do they resist and counter; or support and foster urban security politics? And where can participation be placed among the continuum between genuine democratic input and a political ‘trap’ that reduces discourse to presumably technical choices that need to be affirmed by the population?
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Surveillance is based on the false promises of salvation that freedom and safety would directly depend on each other, and that safety could be purchased with the loss of just a few civil liberties. An analysis of both the costs and the benefits indicates that monitoring results can be achieved only for a short term, but that the harm to society is permanent, and in addition different population groups are affected to different degrees.

On the one hand there is the small number of those who can set it up. As holder of a 'Carte Blanche' they are not subject to the risk of data retention, because storage and analysis is suppressed or prohibited. Even today, it is possible that lawyers influence the constructed virtual representation search engine giant of a person.

Similar achievements can be obtained by groups that are technically capable of minimizing their digital footprint and who are capable of maintaining their digital personality while staying under the radar. Even the data that should be collected as part of data retention can be manipulated with simple technical arrangements. Therefore the group of criminals, who should be unmasked by data retention were easily able to protect themselves. Precisely these aspects were crucial in the ECJ and VGH prohibition of data retention.

What remains is the great mass of those who have neither the resources nor the technical know-how to protect themselves. This group falls fully in the case of the surveillance state. The more obviously the control and its negative impact on each individual is the more pronounced are phenomena such as the "spiral of silence". In a society in which everyone has the feeling of living in a panopticon, in which each of his steps and thoughts are monitored this inevitably leads to defensive reactions.

Just as discussions about mandatory real names show, how low the European Charter of Human Rights with its fundamental rights are enshrined in this group. For numerous actors in the political arena the fundamental rights seem not to represent the basis of their community and therefore they seem not to be a measurement for their actions. But when these rules are only an abstract statement of intent, they can be sacrificed at any time for individuals’ interests and goals. It may not be the target of policy to constantly undermine the fundamental rights only to achieve a short-term economic success just because monitoring is usually associated with massive investment. Fundamental rights which form the basis of a democratic society cannot be sacrificed just to achieve singular interests or to discipline the discussion culture in cyberspace.
About the author

Mag. Georg Markus Kainz is the President of quintessenz – an NGO for the restoration of civil rights in the information age.

After studies at the Johns Hopkins University, Baltimore, USA and the University of Vienna he entered professional life at the Northwest Zeitung, Oldenburg. After the fall of the German wall he was delegated to the Märkische Allgemeine in Potsdam to build up the ad sales and advertising department. The Holtzbrinck Publishing Group appointed him to the Südkurier, Konstanz for designing, conceptualizing and establishing an IT infrastructure for the advertising department. With the arise of the internet he became responsible for the web presence of the newspapers of the group and in particular of the Tagesspiegel in Berlin. At the time the German Telekom started their internet branch he became responsible for the content business of T-Online.

Today CEO of an Austrian Internet Service Provider, with a focus on e-commerce and content distribution. Board member of the "Linuxwochen Austria" and President of "quintessenz", the event organizer of the "Austrian Big Brother Awards".
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Video surveillance in public and/or publicly accessible places is not exceptional any more, rather it is notably increased - becoming sometimes a “panacea” - to promptly deal with security concerns. CCTV (systems) seem(s) to be deployed and perceived more as ad hoc "safety and security tools" for "protection" and "crime prevention and enforcement" and less as a form of surveillance, i.e. as process of monitoring, collecting of information and systematic classification and social sorting.

Even if CCTV is becoming a part of everyday-life, it still interferes with personality, privacy and data protection rights that are embedded in the Greek Constitution (in Art. 5, 9 and 9A) and law. According to Greek legal theory and jurisprudence people enjoy also "privacy in public" and audio/image data are considered to be personal data, if they refer to identified or even identifiable persons. One the other side, security is, in general, accepted as a restriction to fundamental rights, despite the divergent views about its nature (individual good, public good or pre-condition of exercising other rights). The "right to security", does not have a distinct, self-existent ground in the Greek Constitution, but constitutes the resultant of the demand for the state to undertake positive obligations and actions for the protection of rights such right to life, ownership, personality etc.

Following the public controversy concerning the legal ground and the use of CCTV by police authorities a specific law (Art. 14 of Law 3917/11 as modified by Law 3994/11), has defined terms and conditions for deployment of CCTV for the protection of state security, public safety and security, prevention of crime and law enforcement. Video-surveillance by individuals and private bodies is regulated by a "Directive" issued by the Greek Data Protection Authority, which lays down legal and technical restrictions (limits of equipment, limitations, "privacy zones", notification requirements), the core elements of the provision being lawfulness, purpose specification and proportionality.

The maturity of CCTV technology, the wide availability of (cheap) CCTV or biometric/face recognition systems, and respectively their widespread use (also in the private sector and by private citizens) change slightly but steadily the social perception of what is acceptable or excessive in relation to security
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measures, while influencing inevitably the regulatory content of core principles such as the principle of proportionality. Public perception and acceptance of such systems is oriented mostly around the conflict-balance relation of security or/and living and movement without being monitored.

Research into public support for CCTV has produced mixed results with many studies finding widespread support for CCTV. Especially in an environment of economic and social crisis, when uncertainty is rising on multiple levels, the prevention and removal of risks has become a social and political expectation, if not imperative. Acceptance and/or tolerance of CCTV mirror risk perceptions and fears and the sense that "somebody has to look after you". In this environment CCTV systems manifest the state’s concern about security and its fight against crime.

On the other hand it is difficult to define a dominant perception, as in Greece there is a popular sensitivity and vigilance against any state monitoring and filling. Due to their historic experiences under dictatorships and authoritarian regimes and the respective lack of trust in state-public institutions many Greek citizens have reproduced a "negative surveillance culture". At the same time social analysis, surveys and media reports confirm a "Greek surveillance paradox": While there is mistrust towards even legitimate "institutional surveillance" (Lianos, 2012), Greeks are generally unconcerned with non-state, private video surveillance and data collection. A position that is to be understood in the light of "privacy paradox": Collecting and aggregation of information by private parties "fits well into a society where most things are marketable" (G. Marx, 2013) and people are inclined to expose their life and activities to social media and leave data traces by every electronic interaction. However, we should consider that information gained through privately deployed CCTV systems can also be placed at the disposal of the State, which may result in systematic data sharing between the public and the private sector such as in the case of communication data retention.
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Privacy and Security Through Technical Solutions and their Regulation: Will the Law of the Future be Written in Code?
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Due to the developments in the privacy and security world in the last two years (for example major security and privacy breaches and confirmation of mass surveillance campaigns) the incentive for the development of new and improved decentralized networking systems increased massively.

These systems have in common that they try to establish the next generation of networking technology, using the current infrastructure to create a technology that goes beyond what we have today by being private and secure by design.

Instead of traditional institutions it relies on itself to provide agreements (‘soft law’) and adequate governance. A great influence on the development of these new technologies was certainly the steady development and growth of bitcoin, which proved that even things that no one ever thought of before can still be improved or ‘disrupted’ by the digital world. This applies even more to more recent contenders. These are all systems that focus very much on ‘privacy (or security) by design’ as discussed in SURPRISE deliverable D 3.1 (Schlehahn et al. 2013) so that it becomes impossible or as good as impossible to spy on communication or storage or control a distributed application or company.

Where SURPRISE deliverable D3.4 (Kreissl et al. 2013) tries to find a new approach to reconcile privacy and security, many new systems currently under development go a different direction by inherently focusing on privacy and security, relying on code as law both for digital ‘contracts’ between virtual and natural entities and for self-governance. Thus, there is a strong technical drift towards much increased privacy and security, or at least that is the goal of these projects. Qabel for example focuses on communication, Maidsafe focuses on storage and Ethereum for the time being focuses on ‘contracts’ and autonomous, decentralized programs that tie everything together.

What all these systems have in common is that they are enabling users to create a system where parts of the internet and of society that were so far unable to lose their ties to the ‘real world’ become much more decentralized and independent than ever before. Ideally, these projects try to create networks where not only storage and communication, but also the algorithms that run the systems are distributed among all users.

The goal is that this could lead to applications that are much more sophisticated in their decentralization, privacy and security than ever before, which then could be the basis for the next generation of online banking, digital asset management (smart property) or contracts and digital autonomous
organizations (smart law). This will pose new challenges for regulators, legal professionals and society. Assuming an inability for international governments to agree on comprehensive regulation, the technologies in development are designed to work according to the rules of their code and the code of the ‘contracts’ and autonomous organizations that are established on them. This paper tries to show where conflict between the new technologies and regulators might arise, gives them a place in the current regulation and the research of SURPRISE and aims to provide an outlook towards the future of privacy, security and technology enabled governance and law.
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Judging Public Perceptions of Privacy: Should Law Actually Care about what People Think?*
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This presentation discusses the legal significance of public perceptions of privacy, questioning the role that people’s attitudes towards privacy and personal data protection shall play in the effective legal upholding of those rights—if any. To do so, it reviews different paths through which law can integrate and/or actively disregard public opinions on what deserves to be protected as private or as personal. It starts by reminding us that human rights and fundamental rights target the protection of individuals in general, and thus also of those with potentially extra-ordinary, or a-normal privacy concerns. It then describes the general limitations to the possible waiver of rights, and the relevance of these limitations in the context of the rights to privacy and personal data protection. Against this background, it analyses how public’s attitudes might surface in the judicial construction of the scope of those rights, as well as the way in which the Court of Justice of the European Union has refused to reduce its conception of individuals to any pictures sketched out by statistical data. Finally, it considers the peculiar role of consent in European personal data protection laws, giving particular attention to how the sum of individual consent decisions might problematically be forced to account for a general acceptance of some data protection practices, notably through controversial appraisals of the economic value of personal data.
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Can Dynamic Groups be Protected under the Data Protection Regulation?
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Data processing can take as its primary focus, rather than individuals, groups of individuals. Such data processing may have an effect on those groups, but may also have an effect on the individual members of those groups.

It has been long established that individuals have rights impacted when their ‘personal data’ are processed. However, groups have also been considered to have rights – even privacy rights. If groups can hold rights, then surely these rights could also be impacted by the processing of data relating to these groups.

There have been a number of types of groups which have been traditionally recognised in European law – corporate groups and collections of individuals. These groups have tended to be made up of clearly definable collections of individuals who shared a specific, lasting, characteristic, or goal. Furthermore, the individuals in such groups were likely aware of their membership of the group and the identities of other members – allowing communication and collaboration. Data processing operations, however, may create groups with very different characteristics. Individuals may not be aware of their membership in such groups, the other members of the group, or the characteristic/s they have been grouped around. Furthermore, the groups may be highly dynamic – criteria for group membership may be subject to change on a rapid basis, as, thus, are the members of the group. As data protection law is the area of law aiming to protect rights at risk when data are processed, we might ask what possibilities the Regulation offers in protecting rights impacted by processing activities based on such dynamic groups. This contribution seeks to consider the possibilities which exist in the Regulation for the protection of such dynamic groups.

On the one hand, there seems facility to extend certain protection mechanisms – such as prior checking, procedural, organisational and technical mechanisms. On the other hand, however, the Regulation completely excludes the possibility to include such dynamic groups as rights holders. Indeed, such an exclusion seems quite justified and could not easily be remedied under current law.
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Citizens’ Recommendations on Law and Privacy at the SurPRISE Summits: A Litmus Test for Current Policy Initiatives?*

Maria Grazia Porcedda
European University Institute, Department of Law, Villa Schifanoia, Via Boccaccio 121, 50133 Florence, Italy
e-mail: Maria.Porcedda@EUI.eu

The presentation will introduce the foundations of the SurPRISE legal recommendations based on the theoretical (WP3 ‘exploring the challenge’), empirical (WP 5 ‘participatory data gathering’ and WP7 ‘decision support testing’) and analytical (WP6 ‘analysis and synthesis’) phases completed in the SurPRISE project.

The SurPRISE project challenges the so-called trade-off, whereby greater security can allegedly only be achieved based on the sacrifice of the rights to respect for private and family life and the protection of personal data.

SurPRISE investigates alternatives that can engender a positive-sum relationship between security and privacy. To do so, it has complemented legal and sociological (WP3), as well as political science (WP2) research with a deliberative methodology that involved 2000 European citizens by means of 12 large-scale participatory events (‘citizen summits’, WP5) and 5 small-scale ones (‘citizen meetings’, WP7). The goal of these events was twofold. First, to understand if and under what circumstances citizens are prepared to accept policies and the use of technologies that intrude into their fundamental right to privacy for the sake of increased security, thus effecting surveillance. Second, to advise possible solutions to what they saw as the most pressing issues concerning security, privacy and surveillance.

Citizens’ recommendations converge in part with scholarship’s theoretical findings. Based on such fruitful exchanges, we are elaborating a set of legal recommendations to concerned stakeholders: policy-makers, technology developers, data protection authorities, law enforcement authorities and civil society organizations.

Citizens’ active engagement in the events shows that it is possible to submit complex policy issues, not least legal ones, to the general public by committing reasonable resources. While citizens were not consulted directly about current policy initiatives, some of their contributions provide striking insight into proposed measures, an insight worth exploring. The enthusiastic drafting of recommendations also suggests that direct consultation may prove useful in the face of problematic choices.

* This research has received funding from the European Union in the SurPRISE project under grant agreement No. 285492
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Beyond the Trade-off between Privacy and Security? Individual Strategies at the Security Check*
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This presentation discusses the strategies developed by frequent flyers when going through security checks at the airport, and frames them within the wider remit of PRISMS. It is part of the work carried out at VUB for the criminological work package of that project and is based on research conducted on-site at Brussels airport, comprising interviews with passengers, non-participant observations at the barriers, interviews with screeners and airport management, in conjunction with the analysis of relevant legislation. The research sought to investigate how people experience security checks, in which terms they understand their participation to the screening process and how they relate to screeners; in turn, this helped to shed light on the notions of security and privacy that people practically develop while they are at the airport and, crucially, on the thresholds of acceptability that they use to draw the line for their involvement in security control.

The first part of the presentation will detail the themes that emerged in the course of the interviews with passengers, using quotes to show how a tension exists in how passengers understand security checks. While interviewees agreed that security checks are necessary, reservations were raised on a number of issues, particularly in terms of the accuracy of security controls and the unbalanced nature of the interaction between screeners and passenger. The second part will critically examine these findings, to try to understand how security procedures have become normalised over time, yet are problematized on two different levels; individually, in terms of the discomfort and anxiety they raise in passengers, collectively, because of their opacity and perceived arbitrariness. Finally, the presentation will discuss whether the data support or challenge the notion of a trade off between privacy and security, and will then conclude with some policy recommendation.
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This paper focuses on the deployment of drones-technology (DT) in border surveillance and aims at assessing its perception and impact on privacy.

In the last years, we have witnessed and we are witnessing the deployment of all sorts of technological equipment in the different policies of the AFSJ, SIS, VIS, EURODAC, and most recently, ABC (Automated Border Controls), Smart Borders (EES and RTP), EUROSUR. The literature has captured these developments with images of the EU as dominated by "greedy information technology" (Besters), or, looking at the impact of those surveillance systems, cyber-fortress Europe (Guild) and high-tech fortress Europe (Marin). The deployment of DT in the domain of border surveillance seems part of a never-ending process, where the focus lies on using all the technologies available, in order to 'defend' borders from the 'threat' represented by migration, without an open public debate on the desirability, costs and benefits.

The paper focuses on the deployment of UAV (Unmanned Aerial Vehicles) or RPAS (Remotely Piloted Aircraft Systems), simply known as drones, in the context of border surveillance. After introducing the background of the paper (1), the article will first present the recent developments in border surveillance, namely EUROSUR and the shift toward intelligence it represents (2). In this context, it will examine (3) also the recent debate on the deployment of drones in border surveillance operations, a context pioneered by the US since 2004. In the EU, drones have been used during the Italian-led Mare Nostrum operation (4). The analysis of the current practices aims, first, at providing ethnographic information on the deployment of drones in practice and, second, at elaborating on the impact on privacy of DT. Which challenges for privacy arise from the current regulation on surveillance at the borders? how will the practices and policies change thanks to the deployment of DT in border surveillance? (5) The paper concludes by commenting on security and privacy in the context of border surveillance.
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Digital Citizenship after Snowden: Self-Regulation and the Need for Critical Education Strategies
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An explosion of new Information and Communication Technologies (ICTs) has transformed the way in which people have access to information, communicate with each other, and engage civically and politically. A growing body of commentators suggests that there is indeed an emergence of new, online forms of political communication and participation. New ICTs have been claimed to revolutionise the way political activists, groups and organisations mobilise, protest and recruit, to bring the ability to bypass the established mediated channels of the public sphere and, in generally, to support the creation of new democratic spaces and processes that did not exist before. On the other hand, critics claim that these new technological affordances cannot radically modify the existing patterns of political communication, participation and governance, but instead, may even increase the gap of participation between the advantaged and disadvantaged parts of the population. Most importantly, there is the concern that ICTs may potentially harm democratic structures and processes by providing even more power of social control and repression over those who are dominated and discriminated, by using for instance, sophisticated means of electronic surveillance, propaganda, Internet filtering, data-mining and profiling.

Due to the work of researchers, journalists, hactivists, advocacy groups and individual leakers, the latter argument seems to be gaining significant substance. For instance, Edward Snowden, an American former intelligence agency member, with the collaboration of the Guardian, the Washington Post, Der Spiegel and a number of other media outlets revealed – and most importantly attested – the extent of the American, British and other intelligence agencies surveillance activities. These activities include mass online, mobile and landline telephone surveillance, covering nearly all-possible communicative transactions.

Such stories around contemporary surveillance practices are being covered by different kinds of mainstream and alternative media and play a significant role in modifying citizens’ level of awareness, understanding and perceptions around privacy, data protection, security and surveillance (Coleman and Sim, 2000; Doyle, 2003; Nellis, 2007). One of the main concerns here is that surveillance may influence negatively important societal values, as individual freedom, autonomy, privacy, solidarity, equality, trust and the rule of law. These values are of paramount importance for the structure of democracy and the support of key democratic processes, such as the creation of associations, political interests, constructive and alternative ideas and the raising of
criticism (Habermas 1989; Solove 2007; Mitrou 2008; Haggerty and Samatas 2010). Surveillance is, thus, becoming damaging to (digital) citizenship.

The broader question this paper seeks to answer is how and to what extent do electronic state surveillance perceptions modify citizens’ willingness and behaviour in the context of electronic participation. The country of Greece was used as a case study and all empirical data was acquired from respondents who lived there in late 2013. Due to the complexity of the central problem, a mixed-method was designed and operationalised, which collected both quantitative and qualitative data through a survey on the one hand, and a series of semi-structured interviews and focus groups on the other, with experts, academics, members of the police cybercrime unit, IT managers, activists, university students and citizens with different positioning upon the political spectrum.

The empirical data reveal that citizens are developing various self-regulation strategies with self-censorship and apathy occupying the two different ends of the spectrum of attitudes towards state surveillance. In addition, this process is influenced by a number of factors such as political education, regime type, quality of democracy, personal ideology, and knowledge/perceptions regarding the legal framework, surveillance and ICTs technologies. The findings also suggest that the simple raising of citizens’ awareness regarding electronic surveillance developments – as with the case of Snowden’s revelations – do not necessarily translate to individual cyber security mobilisation. The paper concludes by suggesting that new, critical education strategies need to be created that will empower citizens and key stakeholders of the relationship between state surveillance and (digital) citizenship.
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The Discreet Charm of Impact Assessments: Contesting the Evidence Base for Security Research Policy
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Public policy resembles large-scale, real-time experiments with uncertain outcomes, especially when it comes to research policy, and even more so when it comes to security research policy, which serves a value-laden, contested reference object: Security. Despite the complexity of the societal environment, the ambiguity in values and principles, and the uncertainty of outcomes – or rather because of it – evaluation and assessment of the impacts of security research policies is necessary in order to check whether they deliver on their objectives in service of the public interest. The generalized trend since the past decade, originating in public health and in environmental politics, toward evidence-based public policies aims at providing scientific tools for their assessment and evaluation in order to make them less vulnerable to ideological arbitrariness and to particularistic interests.

Security policy and, by default, security research policy, are "wicked" problems in that they are embedded in a nexus of contested concepts such as welfare, freedom, or civil rights, which are themselves moving targets. Such problems habitually attract "clumsy", piecemeal solutions, which they can misfire or even backfire. The core challenge this paper addresses is how to put in place and strengthen mechanisms for evaluation and impact assessment in the relatively young research field of civil security. More specifically, the attention is directed toward two key stages of the policy process in the European Security Research Programme (ESRP): Those of problem identification/prioritization and of evaluation/impact. The pursuit of surveillance, pattern recognition and detection technologies as innovative solutions for comprehensive societal challenges has yielded considerable criticism due to unbalanced stakeholder participation, and to a high-tech-biased agenda. Given the documented mismatch between set objectives and produced outcomes so far, the paper argues that strengthening the evidence base for those two policy stages along the conduct of policy regulatory impact assessments (RIAs) should align principle and practice of the ESRP with demands for responsiveness, accountability, and effectiveness.

In terms of governance, security research is embedded into a threefold context: Into a political context, which may shift following opportunistic waves of national and EU-level commitment, into a policy context, which seeks to establish compatibility and coherence among various legislative and non-legislative measures, and, last, into a technical/scientific evidence context, which aims at providing consistent empirical measurement anchors for evaluation and assessment. While little expert influence can be exercised within the former con-
text, there is potential to do so in the two latter ones. This paper will position the ESRP along a number of EU policy lines other than the currently predominant industrial-leadership one: The EU Internal Security Strategy (ISS) and the Stockholm Programme, the Responsible Research and Innovation (RRI) policies, and the EU Good Governance and Smart Regulation guidelines.

First, following European Commission’s Final Implementation Report of the Internal Security Strategy from June 2014, which highlights the relevance of security research in the five priority areas for the future ISS policy, this paper takes the ESRP to be a key proactive form of security policy. Accordingly, it examines the lack, or (in-)adequacy of the existing evaluation and assessment instruments to guarantee that the ESRP delivers on the ISS primary objectives.

Secondly, predominant framings of innovation in security research as a growth-oriented and market-driven endeavour, preoccupied with a faster research-to-market process, blend out requirements for responsive, demand-driven understandings of public security. Furthermore, security research is unquestionably conflated with security technology research from the very start of the ESRP. Despite the fact that civil security features as a “societal challenge”, it is evaluated and assessed along econometric indicators, rather with regard to its societal impact. Stakeholders from civil society are thereby practically absent from the policy formulation and evaluation process.

Thirdly, the paper will analyse the importance of the EU Regulatory Impact Assessments (adopted 2005, revised 2009, update pending in 2014) for establishing necessity, appropriateness, and efficacy of the current security research. Originating in the EU White paper on “Good Governance”, the “Smart Regulation” programme, and anchored in the TFEU §191 (precautionary principle), policy development in contentious high-potential fields (e.g. renewable energy, GMO authorisation, shale gals, endocrine-disrupting chemicals, nanotechnologies) should undergo impact assessments in order to ensure that both legislative and non-legislative measures for an EU policy are (i) fit for purpose, (ii) proportional (cost-benefit balance), (iii) informed by scientific evidence, and (iv) value-adding to EU overarching goals. The RIA guidelines must additionally take account of the Charter of Fundamental Rights (since May 2011), and sustainable development (since February 2012).

As an illustrative example, the paper showcases the salience of the above considerations for high-gain/high-risk investments in “dual-use” security technologies R&D. As identified in a 2012 foresight report, infrared cameras, C4I (Command, Control, Communications, Computer, Intelligence) technologies, and UAVs (Unmanned Aerial Vehicles) technologies are the fields with the highest military-security technology synergy. The utility of the Technology Readiness Level classifications will be questioned with regard to providing evidence about non-anticipated and non-intended civil/military use of security technologies when ripe.

The present paper asks about access to adequate evidence, besides quantitative macro-data, sources of evidence beyond econometric ones, and transparency of evidence, particularly with regard to the civil security policy do-
main. Notwithstanding a number of challenges, the argument goes that streamlining of RIAs opens up the space for inclusion of citizens’ perspectives as being the ultimate beneficiaries/affected parties by security (research) policies. This implies that stakeholders’ diverging needs and concerns, together with the uneven distribution of costs and benefits, have to be weighed and accounted for in the evaluation and future planning of security research policy. What is more, linking technological, ethical, privacy, etc. impact assessments with the overarching regulatory assessments, would leverage them into evidence-providing tools for the design of security policy. Such a procedure is more likely to generate sensitivity for alternative problem definitions and prioritisations, clarify the ESRP objectives, and raise awareness for 2nd-order undesirable effects of the current security research and policy frameworks.
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The complex relationship between privacy and security is not significantly affected by the rapid dynamic of technological progress. In order to cope with a wide range of security challenges that to some extent include novel threats, security policies increasingly rely on the employment of technological means, i.e. surveillance-oriented security technologies (SOST). Despite (and to some extent also because) of the different roles and meanings of security, the call for a holistic security concept has increased over the years as part of a "securitization", where security becomes a permanent process seducing with a seemingly predictive view of threats fostering the effectivity of security measures. This development is mirrored in security policies at national as well as European level and entails the implementation and use of SOSTs which is mostly grounded in a model that frames privacy and security as a trade-off based on the assumption that a degree of privacy intrusion is required in order to achieve a higher level of security.

Already the term "trade-off" implies that one value has to be upheld at the expense of the other, i.e. that to improve security one has to accept a certain limitation of privacy. This model entails a sort of "all-or-nothing position" where privacy and security are framed as concepts with permanent contradictions inherently entailing the constant need to choose between these values. Such a framing leads to the neglect of the value of data protection and privacy because it is seen as burden to security. This entails a lack of consideration of the costs (economic and social) and effects of security measures. The trade-off is accompanied and shaped by the wrong questions: instead of asking the crucial question of how privacy should be protected, it is frequently asked whether privacy should be protected. Inherent in this logic is that privacy intrusions caused by security measures enable and foster security, which is often underlined by the argument that "those who have nothing to hide have nothing to fear". As a consequence the fact that both values, privacy and security are essential for well-being and social development is often neglected.

Challenges to overcome the fallacy of trading one against the other demand the development of new approaches that consider options where privacy and security are complementary concepts. The SurPRISE project contributes to the exploration of to what extent a complementary approach are feasible and which the relevant factors for such an approach would be. This not least is grounded on the re-examination of the privacy-security interplay incorporating the views of European citizens. This contribution sheds some light on the privacy-security tradeoff and presents the perceptions of European cit-
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izens which had been analysed in the SurPRISE project. The results of the SurPRISE citizen summits show that participants do not follow a trade-off argumentation: citizens neither want to fear security measures nor lose their privacy. Hence, they deem the tradeoff between privacy and security inappropriate, both with regards to the effectiveness of security measures as well as the protection of privacy. Instead of a tradeoff, alternatives are needed with respect to the effective protection of their privacy which was seen as a sine qua non for the acceptability and effectiveness of security measures.
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In this presentation, we provide results from an analysis of the European media’s coverage of privacy and security issues done in the context of the PRISMS project. The PRISMS project examines how technologies aimed at enhancing security are subjecting citizens to an increasing amount of surveillance and, in many cases, causing infringements of privacy and fundamental rights. By doing so, the project aims at investigating the traditional trade-off model – having more security leads to less privacy and vice versa – and providing a more evidence-based model for the complex relationship between privacy and security. Through the media, the public’s perception of security and privacy is reflected and reinforced. Their role in reconstructing images, perceptions and beliefs is crucial; media express and at the same time shape public opinion. Especially when it comes to highly abstract topics such as privacy and security, which are bound to global and interdisciplinary developments and thus first hand experience is not available for many people, the media are the main source of information and their influence on people’s agendas is expected to be high. A media analysis as carried out in our work package thus offers important information on what people actually are able to know about privacy and security, on which issues the two concepts are bound, their respective notions and instances of use and their framing.

The presentation provides insights into the results of an automated content analysis that covers the years 2008 to 2011, but focuses on the shift of discourse after the NSA revelations as disclosed by Edward Snowden. As a disruptive event that is highly relevant for our research, its influence on the media coverage of privacy and security issues is crucial, which will be shown by comparing the two very different settings of Germany and the UK.
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Conference Venue and Directions

The conference will be held at the central building of the Austrian Academy of Sciences (ÖAW), Dr. Ignaz Seipel-Platz 2, 1010 Vienna.

How to get there from the train station

From Südbahnhof just take the Schnellbahn to Wien-Mitte, and from Westbahnhof take the U3 Subway to Stubentor, exit Wollzeile (or U4 Schwedenplatz).

How to get there from the Airport

By Taxi: Travel time to or from the meeting venue is at least 20 minutes, depending on the traffic situation.

Please order an airport taxi (Flughafentaxi) to get the fixed price. We suggest the company "Airport Driver" where you can order your cab online in advance (€32 one direction) http://www.airportdriver.at

By Vienna Airport Lines (bus service): The closest bus terminal is at Schwedenplatz/Morzinplatz. Travel time from Schwedenplatz/Morzinplatz to the airport is about 40 minutes, depending on the traffic situation.

Price for one direction is €8. Departure: every 30 minutes. http://www.postbus.at/de/Flughafenbus/Vienna_AirportLines/

The walking distance from the conference venue to Morzinplatz/Schwedenplatz is app. 600 meters/10 minutes.
From and to the Airport

By Taxi
Travel time to or from the meeting venue is at least 20 minutes, depending on the traffic situation. Please order an airport taxi (Flughafentaxi) to get the fixed price. We suggest the company “Airport Driver” where you can order your cab online in advance (€32 one direction) www.airportdriver.at

By Vienna Airport Lines (bus service)
http://www.postbus.at/de/Flughafenbus/Vienna_AirportLines/
The closest bus terminal is at Schwedenplatz/Morzinplatz. Travel time from Schwedenplatz/Morzinplatz to the airport is about 40 minutes, depending on the traffic situation. Price for one direction is €8.

Departure: every 30 minutes

The way from the meeting venue to the bus terminal

The walking distance from the conference venue to Morzinplatz/Schwedenplatz is approximately 600 meters/10 minutes.
By City Airport Train (CAT): The CAT leaves the Airport and City Air Terminal at "Wien-Mitte" railway station every half-hour, the non-stop drive takes 16 minutes. A Single-Ticket costs €11, a Return-Ticket €17. Departure: every 30 minutes.

The way from the meeting venue to the railway station "Wien-Mitte": You can take the underground line U3 from Stubentor, app. 200 meters from the meeting venue (one stop to Landstraße/Wien Mitte). The full walking distance to "Wien-Mitte" railway station is app. 700 meters/10 minutes. Please allow for some additional minutes to find your way in the railway station.
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